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Abstract. Reinforcement learning (RL) is a widely used approach for
training an agent to maximize rewards in a given environment. Action
policies learned with this technique see a broad range of applications
in practical areas like games, healthcare, robotics, or autonomous driv-
ing. However, enforcing ethical behavior or norms based on deontic con-
straints that the agent should adhere to during policy execution remains
a complex challenge. Especially constraints that emerge after the train-
ing can necessitate to redo policy learning, which can be costly and, more
critically, time consuming. To mitigate this problem, we present a frame-
work for policy fixing in case of a norm violation, which allows the agent
to stay operational. Based on answer set programming (ASP), emergency
plans are generated that exclude or minimize cost of norm violations by
future actions in a horizon of interest. By combining and developing op-
timization techniques, efficient policy fixing under real-time constraints
can be achieved.

Motivation Enforcing ethical behavior or norms based on deontic constraints
that a trained agent should adhere to in operation is a complex challenge that
has garnered significant attention in research related to RL [8, 7], deontic logic
[6, 3] and planning [4, 1]. Especially norms and constraints that emerge only after
the training phase are difficult to factor into the agent’s behavior.

To address this challenge, we introduce the notion of a policy fix, which con-
sists in an alteration of the RL policy such that subsequent actions do not violate
deontic constraints. We further introduce a framework in which policy fixing is
expressed as a planning problem in ASP, which allows for computing optimal
policy fixes using ASP solvers. Using a modular blueprint of an ASP program,
the framework is adapted to deterministic and nondeterministic domains.

Policy Fixing & Framework Informally the goal of a policy fix is to alter a
policy π, such that following the new policy π′, subsequent actions of the agent
minimize further norm violations, while accounting for the action preferences of
π, balancing norm violations and policy adherence.

Suppose that violation of a norm Φ in a state s at any time t′ has a real-valued
penalty p(Φ, s, t′) ≥ 0, and that π′ ⪯Q π is the preorder of policies according to
a learned Q-table, i.e., for each state s, π′(s) is ranked better or equal than π(s).
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(a) Traditional RL framework (b) ASP enhanced framework

Fig. 1: Decision-making framework

Definition 1. Given a transition system T , a maintenance norm Φ, an agent
policy π, and a time point t, a policy fix for π at t is a policy π′ such that

π′ = argmin⪯Q
maxσ∈Tr(π′′,t)

∑
t′>t p(Φ, st′ , t

′), (1)

where Tr(π′′, t) denotes the set of all trajectories σ whose suffix from t, i.e.,
st, at+1, st+1, . . ., complies with π′′.

Ideally, we select a strict policy fix, where the worst case total norm violations
is zero. However, instead of giving priority to norm obedience, we may change
equation (1) into joint optimization of reward and norms, s.t. norm violations
are viewed as a reward discount. This utility-based policy fix can be preferred in
situations where zero worst case norm violations cannot be guaranteed, or the
benefits of following the policy outweigh potential norm violations.

Given that solving (1) amounts to a special conformat planning problem,
which is already ΣP

2 -complete when restricted to plans of polynomial length in
conventional settings (cf. [2]), we resort to approximate policy fixes of bounded
length. Compared to traditional RL (cf. Figure 1a) the proposed framework
(Figure 1b) computes such a k-policy fix using ASP after every agent action,
helping the agent to choose a norm compliant path.

Evaluation & Conclusion Among others, we consider the popular video game
Pacman, where we apply the same norms as in [6] and [7]. Using a utility-based
policy fix, we were able to improve wins of Pacman, while keeping the same high
norm compliance as achieved in the comparable approach described in [6].

Beyond grid games, we show the application of the framework for the caching
problem of routers in a Content Centric Network (CCN). We use the sota CCN
simulator ndnSIM 2.9 [5] to simulate a small network, in which we define ad-
ditional norms based on package age. In our testing, the framework drastically
reduced the norm violations while achieving a similar cache performance (mea-
sured by cache hits) compared to an unaltered LRU policy.

We have thus shown the potential of increasing the norm compliance using
the proposed framework in multiple deterministic and nondeterministic domains.
Further performance improvements, potentially using different approaches for
dealing with coNP problems, are planned for future work.
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