
Leveraging Neurosymbolic AI for Slice Discovery

Michele Collevati[0000−0001−7958−7841], Thomas Eiter[0000−0001−6003−6345], and
Nelson Higuera[0000−0003−3172−723X]

Institute of Logic and Computation, Technische Universität Wien,
Favoritenstraße 9–11, 1040 Vienna, Austria

{michele.collevati, thomas.eiter, nelson.ruiz}@tuwien.ac.at

Abstract. Computer Vision (CV) has made significant progress thanks to the
remarkable recent developments in deep neural networks. However, empirical stud-
ies show that CV models often make systematic errors on relevant subsets of data,
called slices, which are groups of data sharing a set of attributes. Consequently,
the slice discovery problem consists of discovering semantically meaningful slices
on which the model achieves poor performance, called rare slices. To address
this problem and foster the explainability of CV models, we propose a modular
Neurosymbolic (NeSy) AI approach to extract logical rules that describe rare slices
expressed in the Answer Set Programming (ASP) language. For experimental
evaluations, we also present a methodology for inducing the occurrence of rare
slices in a model by producing controlled datasets using our image generator lever-
aging on Super-CLEVR. Experimental results show that our approach succeeds in
correctly identifying rare slices via ASP rules. To mend the model’s behaviour,
the extracted rules can be directly integrated into it or exploited to generate new
training data so as to improve the model’s inference capabilities.1
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1 Neurosymbolic Framework for Slice Discovery

A slice is a group of data sharing a set of attributes, and the slice discovery problem [4,
10] has been described as mining unstructured input data for semantically meaningful
slices on which the model performs poorly. To address this problem, we have contributed
the following in our work:

1. We propose our Slice Discovery Method (SDM) consisting of a modular NeSy AI
framework [5] as shown in Fig. 1, in which the generation of training data, the
classification of images, the generation of scene graphs describing the semantic
contents of images, the learning of rules to detect rare slices, and the mending of
the neural network model form a closed loop. To achieve these tasks, we provide an
image generator for datasets with rare slices that leverages on Super-CLEVR, which
we use to train YOLOv5 [11]. We then translated YOLOv5’s classifications into
scene graphs in the language of Inductive Logic Programming (ILP) [2, 9], which,

1 The code for reproducing our experiments is available as an online repository:
https://gitlab.tuwien.ac.at/kbs/nesy-ai/ilp4sd.
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Fig. 1: Overview of the proposed neurosymbolic SDM framework. The solid arrows show the
data flow, while the dashed arrows denote the exploitation of the extracted rules to improve the
performance of the model, either by incorporating them into it or by using them to generate specific
training data.

depending on the ground truth, constitute positive and negative examples, i.e., where
the neural network incorrectly resp. correctly classified the image. We then use an
ILP system, ILASP [6, 7], to obtain succinct ASP rules that reveal which images are
hard for the model to classify. Finally, the neural model is trained on its checkpoint
with data generated using these rules.

2. While the detection of rare slices has been widely studied [1, 4, 3], the generation
of datasets with rare slices has received less attention. Therefore, we pursue a
taxonomy-based approach and present a methodology for building datasets with
rare slices. To this end, we leverage on Super-CLEVR [8], which is a well-known
synthetic dataset that comes with a data generator for images with objects organised
in hierarchical classes, see Fig. 2 for an example.

3. We provide an implementation and experimental results for datasets that we generate
to test for the efficacy of the rare slice generation, the rule extraction on the neural
network’s classification results, and the mending of the network model. The results
show that our approach could reliably generate rare slices, and that rule learning
delivered meaningful rules describing rare slices. Furthermore, feeding training data
generated by using such rules to the network resulted in significant performance
improvement, as misclassifications were almost eliminated.

Fig. 2: The left figure shows a Super-CLEVR scene in which vehicles corresponding to the “utility
bicycle” and “pickup” rare slices are misclassified by YOLOv5 into the “offroad” and “urban”
classes, respectively. In contrast, the right figure shows a different scene in which the “utility
bicycle” is correctly classified into its “urban” class.
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